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ABSTRACT 
Rough Set theory (RST) has been successfully employed in several researches for feature selection, classification, dependencies 
among the attributes and rule induction. This paper presents two applications using rough sets. The first application deals with 
feature selection which uses RST for classifying hypothyroidism. The second application deals with generating classification rules 
from 498 samples of hypothyroid data.  
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1. INTRODUCTION  
Hypothyroidism, [1] also called underactive thyroid 

disease, is a common worldwide disorder. With 
hypothyroidism, the thyroid gland cannot make enough 
thyroid hormone. The thyroid gland is an endocrine gland.  It 
is located in the front lower part of the neck. The thyroid 
gland releases thyroxine (T4) and trio dothyronine (T3) into 
the blood stream as the principal hormones. Hormones 
released by the gland travel through the bloodstream and affect 
nearly every part of the body, from heart and brain, to your 
muscles and skin. The thyroid controls how the body's cells 
use energy from food, a process called metabolism. 
The metabolism affects body’s temperature, heartbeat, and to 
burn calories. If one doesn’t have enough thyroid hormone, 
the body processes slow down.  

Women, especially those older than age 60, are more 
likely to have hypothyroidism. Hypothyroidism upsets the 
normal balance of chemical reactions in your body. It seldom 
causes symptoms in the early stages, but, over time, untreated 
hypothyroidism can cause a number of health problems, such 
as obesity, joint pain, infertility and heart disease [2]. 

The most important and challenging task is to predict and 
diagnose hypothyroidism at the right time so that proper care 
and treatment can be provided to the patients by the doctors. 
Data mining techniques can be used for the prediction of 
hypothyroidism which would be helpful for the doctors to 
initiate treatments for the patients suffering from it. 

This paper is organized as follows. The hypothyroid 
dataset, Basic concepts of rough set theory that are relevant to 
the work are introduced in section 2. Experimental Analysis, 
Results, discussion and a comparison study that shows feature 
selection can improve the classification accuracy and also leads 
to the generation of decision rules with better classification  

 
performance is discussed in section 3 followed by the 
conclusion in section 4. 
 

2. MATERIAL AND METHODS 
2.1. Data Set 

The data set used for the experiment is the hypothyroid 
data which was downloaded from UCI repository 
(“https://archive.ics.uci.edu/ml/machine-learning-
databases/thyroid-disease/”) [3]. The characteristics of the 
data set are summarized in the table 1. The aim of the data set 
was to determine whether a patient referred to the clinic has 
hypothyroid on the basis of several input attributes such as are 
age, sex, on_thyroxine, query_on_thyroxine, onanti thyroid 
medication, sick, pregnant, thyroid_ surgery, I131_treatment, 
query hyperthyroid, query hypothyroid, lithium, goitre, 
tumour, hypopitutory, psych, TSH_ measured, T3_measured, 
TT4_measured, FTI_ measured, TBG_measured, TSH, T3, 
TT4, FTI, TBG, referral source, T4U_measured and T4U. 
The data set contains 500 observations and 29 variables with 
missing values reported.  

 

Table 1: Hypothyroid Data Set Characteristics 
 

Data Set Hypothyroid 

No of Example 500 
Input Attributes 28 

Output Classes 3 
Total No. of Attributes 29 
Missing Attributes status Yes 
Noisy Attributes status Yes 

 

2.2. Rough Set Theory-Basic Concepts 
Rough set theory (RST) developed by Pawlak in 

the1980s, is used for data analysis, for discovering inter data 
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relationships, for finding interesting patterns and for decision 
making [4]. The basic concepts of RST that are relevant to this 
work are described below. 

 Information System  
A triple (U, A, F) is called an information system (IS), if U 

and A are sets and F is a set of relation between U and A. U= 
{x1, …., xn}, each xi (i <= n) is called an object. A = 
{a1,….,am}, each aj(j<=m) is called an attribute. F = 

{fj\j<=m}, where fj = faj : UVj(j<=m) and Vj is the 
domain of the attribute aj  [5]. The set of attributes can be 
divided into two subsets, conditional set of attributes, C and 
decision set of attributes D, where C and D are subsets of A. 
Conditional set of attributes represent all the features or 
attributes of objects and decision set of attributes represent the 
classification of objects [6]. 

 Indiscernibility relation 

For every set of attributes B  A, an indiscernibility 
relation IND (B) is defined in the following: two objects, xi 

and xj, are indiscernible by the set of attributes B  A, if b (xi) 

= b(xj) for every b  B. The equivalence class of IND (B) is 
called elementary set in B because it represents the smallest 
discernible groups of objects. For any element xi of U, the 
equivalence class of xi, in relation IND (B) is represented as 
[xi] IND(B). [7]. 

 
 

Fig.1. Schematic representation of the upper and lower 
approximation of set X [8]. 
 

 Lower and Upper Approximation 

For any concept X⊆   the attribute subset P ⊆   , X 
could be approximated by the P- Upper and Lower 
approximation using the knowledge of P. The lower 
approximation of X is the set of objects of U that are surely in 
X ,where as the upper approximation of X is the set of objects 
of U that are possibly in X. The lower and upper 

approximations are defined as follows P*(X) =     { ( ) : 

 ( ) ⊆  } & P*(X) =     { ( ) :  ( ) ∩   ≠ ∅}. The 
boundary region is defined as: BNP (X) = P*(X) – P*(X). If the 
boundary region is empty that is upper approximation is equals 
to lower approximation, concept X is said to be P definable or 
else X is a Rough Set with respect to P. The Positive Region of 
decision class U/IND(P) with respect to conditional attribute 

C is denoted by POSc (D) =  ∗(  ) [9]. The positive region 

POSC (D) is a set of objects of U that can be classified with 
certainty to classes U/IND(D) employing attribute of C. 

 Core and Reduct Attributes 
The concepts of core and reduct are two fundamental 

concepts of the rough sets theory. The reduct is the essential 
part of an IS, which can discern all objects discernible by the 
original IS. The core is the common part of all reducts. If the 
set of attributes is dependent, one can be interested in finding 
all possible minimal subsets of attributes, which lead to the 
same number of elementary sets as the whole set of attributes 
(reducts) and in finding the set of all indispensable attributes 
(core). To compute reducts and core, the discernibility matrix 
is used. 

Reduct is a minimal subset R of initial attribute set 
C(conditional) such that for a given set of decision attribute 

D     =   ( ). Reduct is the minimal set of attributes 
preserving positive region. There may exist many reducts for 
an Information System. The Core is the set of attributes that 

are contained by all Reducts i.e. CORED(C) =     ( ). 
CORE is the set of attribute that cannot be removed without 
changing the positive region. 

 

3. RESULTS AND DISCUSSION 
3.1. Steps of the Experiment 

In this paper, rough set theory is used for feature selection. 
The general process of feature subset selection is shown in the 
fig 2. The different steps that were carried out in the 
experiment and the result analysis are described here.  
A. Preprocessing 

The downloaded hypothyroid dataset contains missing and 
redundant attributes. The missing values of the dataset are 
completed by common or mean value imputation.  
B. Calculating Reducts 

After missing value imputation, reducts are generated 
using rough set reduction technique, by which 36 reducts 
were obtained. Reduction technique is used to remove the 
redundant attributes from the dataset initially.  
C. Feature Selection 

Feature selection refers to the process of choosing the most 
relevant features for a given task, while discarding the noisy, 
irrelevant and redundant features of the dataset. It refers to the 
selection of a subset of M features from a set of N features, 
M< N, such that the value of a criterion function is optimized 
over all subsets of size M [10]. The main aim of feature 
selection is to select a subset of features such that the 
classification accuracy does not significantly decrease; and the 
resulting class distribution, given only the values for the 
selected features, is as close as possible to the original class 
distribution, given all features [11].  
The steps that were carried out for conducting feature 
selection are described below. 
1. First the reducts were calculated using rough set reduction 

technique and 36 reducts were obtained. The attribute that 
occurred in the reducts were found out and were ranked 
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based on the decreasing order of their significance as 
shown in the table 2. Proportional rough set (PRS) [12] 
relevance method is used for the ranking the attributes that 
occurred in the reducts. To explain the feature ranking 
process, consider a decision table T = {U, A, d}, where U 
is the non-empty finite set of objects called the Universe, A 
= {a1, a2, …, an} be the finite set of conditional attributes 
and d is the decision attribute. Let {r1, r2,…, rp} be the set 
of reducts generated from T. Then, for each conditional 

attribute ai  A, reduct based attribute significance  (ai ) is 
defined as [13]:  

 
where the numerator represents the occurrence frequency of 
the attribute ai in various reducts. 
 

 
 

Fig.2: Process of Feature Subset Selection 
 

2. After the first step, the classification accuracy of the whole 
hypothyroid dataset with all features is found out, which 
will be used for the construction of the best feature subset. 
Then, the set of ranked features is given to the feature 
selection algorithm FeaSel [14].  

3. The algorithm starts with all features of hypothyroid and in 
the first iteration the algorithm selects lowest ranked 
feature Psych and on antithyroid (these 2 attributes have 
same rank 17) and query hypothyroid (rank 16) as the test 
feature. Since there is no change occurs in the original 
classification accuracy while eliminating this feature, it is 
designated as redundant and hence it is removed from the 
feature set. Since the features are ranked in decreasing 
order of significance, features with lower ranks gets 
eliminated during initial stages. The features are retained if 
there is a reduction in the classification accuracy which 
signifies the influence of this feature in determining the 

classification accuracy. The process is continued until all 
features are evaluated. The performance of various 
classifiers of different iteration is shown in the table 3. 

4. After evaluating all features of the Hypothyroid dataset, 
the algorithm retains the set of features {age, tumor, 
TSH,T3, TT4, T4U, FTI}. These features are considered 
significant and important because though all other features 
are removed from the hypothyroid dataset, it doesn’t affect 
the classification performance. 

 
Table 2: Attributes with priority values in a decreasing 
order 

 

 
 

Table 3: Classifiers performance 
 

 
 

3.2 Classification Rule Generation 
Decision rule generation is a very important task in any 

learning system. The aim of data reduction is to find a 
minimal subset of relevant attributes that have all the 
essential information of the data set, thus the minimal 
subset of the attributes can be used instead of the entire 
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attributes set for rule discovery [15]. Classification rule 
generation process is shown in the Fig. 3. 
Decision rules are generated based on different cases: (i) 
with reducts (ii) without reducts (iii) with feature selection 
and (iv) without feature selection. 

 

 
 
Fig.3. Classification Rule Generation process 

 
Experimental results show that rough set theory in feature 

selection does improves the classification accuracy and 
efficiency of the algorithm. The selected feature subset is used 
to generate decision rules for the classification task. Rule 
generation is considered as very important and crucial task in 
any learning system [16].  

 

Table 4: Accuracy Assessment at different iterations 
 

 
 

3.3. A comparison study 
In this section, a comparative study is made to find     

whether the feature selection improves the performance of the 
classification algorithm. The experiment was conducted using 
classifiers such as J48 and Naïve Bayes. From the table 3, we 
can understand that the accuracy of the classifier J48 is the 
same before and after feature selection and for the classifier 
Naïve Bayes, the classification accuracy after feature selection 
has been increased by 1% than without feature selection. 
Table 4 shows the classification accuracy assessment of the data 
set at different iterations. 
From table 5, we can note that the number of reducts 
generated using feature selection is very less than compared to 
the reducts generated without feature selection. When rules 
are generated through reducts, we can note from table 6 and 
table 7 that the number of rules and filtered rules generated 

without feature selection are more than the number of rules 
and filtered rules generated with feature selection. 
 

Table 5: Rules through Reducts 
 

 
 
Table 6: Rule Generation 

 
 
Table 7: Filtered Rules 

 
 
From table 8, we can understand that the accuracy is more for 
the classification done after feature selection. 
 
Table 8: Accuracy Assessment 

 
 
Table 9: Rule generation without reducts 

 
 

When rules are generated without reducts, the number of 
rules and filtered rules generated without feature selection is 
higher than the number of rules and filtered rules generated 
with feature selection is shown in the table 9 and table 10. 
From table 11, we can find that the accuracy of the 
classification algorithm with feature selection gives the high 
accuracy (89%) than the classification done without feature 
selection. 
Table 10: Filtered rules without reducts 

 



 

                                                                                   Kavitha et al., J Adv Sci Res, 2016, 7(2): 15-19                                                                           19                                                         

Journal of Advanced Scientific Research, 2016, 7(2) 

Table 11: Accuracy Assessment without reducts 

 
 

4. CONCLUSION 
In this paper, feature selection was performed using rough 

set theory to the hypothyroid dataset for classification that 
improved the performance and accuracy of the classifiers.   
The rough set rule induction algorithms are capable of 
generating decision rules which can potentially provide new 
insight and profound knowledge. The decision rules are 
generated for the cases (i) with reducts (ii) without reducts 
(iii) with feature selection and (ii) without feature selection by 
using the Genetic algorithm. It is evident from the 
experimental study and analysis that feature selection indeed 
leads to generation of decision rules with better classification 
accuracy. And finally, it is also found that the reducts certainly 
helps in improving the rule generation. The experiment 
proves that the rules generated through reducts showed better 
classification accuracy than rules generated without reducts.  
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